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Abstract. The purpose of work is consideration of questions the use of modern
high-performance systems and technologies for the solution of computing tasks in
various sectors of economy and production. As the main objective distribution of
electromagnetic waves in the inhomogeneous medium is taken. Such problems
are successfully solved by numerical methods but more difficult analytical ones.
For modeling boundary conditions of Bloch in the cylindrical system of coordinates
have been set, the method of final differences and an algorithm Yee is chosen. We
have simulated FTDT as the most suitable for high-performance calculations, in
a package of MEEP established on the supercomputer of the L.N. Gumilyov Eur-
asian National University. The received results show high precision of calculations
and also a possibility of search of new problems, a possibility of statement of other
experiments with the choice of new environments for distribution of electromag-
netic waves.
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AHHoTayus. Lienbto paboTel ABMSieTCA pacCMOTPEHWE BOMPOCOB UCMOMb30BaHNS
COBPEMEHHbIX BbICOKOMPOU3BOANTESbHBIX CUCTEM W TEXHOSOMIA ANS peLueHus
BbIUACIUTENBHBIX 3a4a4 B pasfiMyHbIX CekTopax SKOHOMMKM 1 npoussodcTea. B
KayecTBe OCHOBHOWN 3afauv B3STO pacnpoCTpaHeHNe 3MeKTPOMarHUTHbIX BOSH B
HeodHoOpoAHOW cpefe. Takne 3adadn YCneLHO peLualoTCcs YUCTIEHHbIMWM MeToaa-
MW 1 CroXXHee aHanMTuyeckumMu. ns mogenunpoBaHns 6b1nn 3agaHbl rpaHnYHble
ycnosusl broxa B LMAMHAPWYECKOA cUCTeMe koopAuHaT, BelbpaH MeTod KoHeu-
HbIX pasHocTeil n anroputMm UMa. CmogenmposaHa FTDT, kak Hanbonee nopxo-
Oslasn ans BbICOKONPOU3BOAUTENMbHbIX BblYMCeHUI, B nakeTe MEEP, ycTaHoB-
NEeHHOro Ha cynepKoMnbloTepe EBpasmniAickoro HauMoHanbHOro yHMBEpCUTETa UM.
J1.H. Tymunesa. NonyyeHHble pesynbTaTbl MOKa3bIBAOT BbICOKYIO TOYHOCTb pac-
YeTOB, a TaKKe BO3MOXHOCTb MOUCKa HOBbIX MPOBeM, BO3MOXHOCTb MOCTAHOBKM
OPYrvx 9KCMEPUMEHTOB C BbIDOPOM HOBbIX Cpef 4151 pacrpoCTpPaHeHWs aeKTpo-
MarHWTHbIX BOSH.

KntoyeBble cnoBa: KOMMbIOTEPHbIE YCTPOWCTBA, CYNepPKOMMbIOTEPbI, MOAENNPO-
BaHue, OpenMP, HPC.
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TymiHgeme. MakanaHblH MakcaTbl Kasiprl 3amaHFbl eHIMZiNiFi XXoFapbl Xyhenep
MeH TexXHONOoFUSNapAbl nainjanaHy MacenenepiH Kapay XeHe 9KOHOMUKA XeHe
aHepKacINTepAIH SpTYpNi cekToprapbiHAarbl ecenTey MiHAETTEpPIH Wwelly 6onbin
Tabeinagbl. bactel Macene peTiHAe BipTekTi emec opTaja ANeKTPOMaFHUTTIK TOSI-
KblHOAPAbIH Tapanybl ansiHFaH. MyHaan Mecenenep caHablk saTepMeH TabbICTbl
WweLlinegi, aHanuMTukanblk agictep Kypaenipek. BroxTelH Liekapanblk LapTTapbl
MoZernbaey YLiH LMIMHAPIIK KoopAWHaT xyeciHae 6epingi, CoHFbl aibipMall birblk,
agici xsHe Wsa anroputmi TaHgangbl. J1.H. N'ymunes atbiHaarel Eypasvs ynTTblk yHU-
BEPCUTETIHIH cynepkoMnbioTepiHae opHaTbiiFaH MEEP nakeTiHge »xofapbl eHiMi
ecenTey YLWiH eH konaisnel 6onbin TabbinateiH FTDT yrFiciH xacagblk. AnblHFaH Ha-
TWXenep ecenTeynepalH Xorapel 4onifiH, coHaa-ak xaHa npobremanapasl Tady
MYMKIHZJFiH, SNEeKTPOMarHUTTIK TONKbIHAAPABIH TapanybiHa XxaHa opTanapgbl TaH-
Jay apKbifbl backa aKCnepuMeHTTepAl opHaTy MYMKIHAIKTEPIH kepceTesi.

TyniHgi cespep: KOMNLIOTEPSIK KYpbIFbINap, cynepkoMnboTePriep, Mogenbaey,
OpenMP, HPC.

Introduction. HPC systems were originally designed and manufac-
tured primarily for volumetric calculations that require resource-intensive
workloads. But with the growth and accumulation of large sets of data,
and in the future , the need for their storage, extraction, movement, ana-
lytics , machine learning and artificial intelligence, this also required the
capabilities of HPC [1].

The development of supercomputers and computing centers is be-
ing carried out around the world, but to date , the largest number of su-
percomputer systems is in China, according to the statistics of their 202
centers. The largest center is the Chinese Sunway TaihuLight, it produces
93 quadrillion calculations per second. Another supercomputer from IBM
is installed in China and is designed to accurately predict the quantitative
characteristics of the air environment in the Beijing area. This computing
system is among the ten fastest supercomputers in China [2]. In the USA
of such centers are 144 and the largest one is Titan which consists of
the mixed Opteron AMD processors (6274 processors) and NVIDIA K20x
accelerators which located in Oak Ridge National Laboratory . Modern
developments in the field of HPC are already directed to the creation of
exascale computing systems, which productivity will be about one exa-
flops (exaFlops) [3]. On the basis of L.N. Gumilyov ENU is operated the
Kazakhstan-India center for development ICT, which has an indian super-
computer PARAM, intended for both research and use in the educational
process.
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Methods of researches . In the last few years, there have emerged
qualitatively new information and communication technologies, which con-
tinue to develop dynamically, introducing cardinal changes in all spheres
of the economy, education and science. Embedded voice robots, artificial
intelligence systems, advanced solutions for processing and data man-
agement, as well as cloud technologies. In the past, application devel-
opers relied on the clock frequency of microprocessors and optimization
of a consecutive code for achievement of improvement of productivity .
Today clock frequency microprocessors are reached due to heat removal
and restriction of consumption of energy that becomes critical for use of
overlapping in multinuclear processors. Also , development of scalable
parallel algorithms and their realization is key aspect for receiving the im-
proved representation on new generations of microprocessors.

One of the newest technologies is the blade technology from the
company-developer of systems of supercomputers Hewlett-Packard
(HP) [4]. It provides the required computing system in accordance with
the workload at the optimum cost. By separating servers from the cor-
responding uplink channels, HP releases administrators from traditional
infrastructure restrictions and simplifies management between servers
and networks. This allows you to create pools of network, computing re-
sources and storage resources that can be added, migrated or modified
in minutes. Other scientific technology opened by researchers of the IBM
company consists in creation of more effective way of the organization of
channels of data exchange between kernels on a chip at the expense of
light impulses through silicon layers, but not electric signals on wires. Use
of light impulses allows to increase the speed of exchange of information
by 100 times and to cut down electric power expenses by 10 times.

The fundamental problem of creating methods that make it possible
to effectively use the aggregate power of many processors is the need to
develop algorithms that have a substantial margin of internal parallelism at
all stages of the calculation. Each step of solving a problem must contain
a sufficient number of mutually independent operations, the execution of
which is possible simultaneously on all processors allocated for calcula-
tion. Ideally all set of the operations necessary for the solution of a task
should be distributed evenly between all processors throughout all time
of performance of calculation. The specified problem, certainly, has the
defining character, but it is not only one .
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One of the most actively used methods of studying the processes oc-
curring in complex multi-dimensional objects is the method of mathematical
modeling. Often this method is the only possibility of studying complex
nonlinear phenomena. Due to both time constraints and certain conditions,
it is impossible to carry out some experiments, for example, a natural ex-
periment in studying global climate changes, or studying the behavior of a
substance under extreme nuclear explosion conditions. Expensive is also
an experiment, which aims to determine the optimal modes of hydrocarbon
production in oil fields. Thus, where a natural experiment is impossible, a
computational experiment is necessary. Within its framework, a mathemati-
cal model of the phenomenon is created. The use of methods of mathemati-
cal physics leads to the description of the object of investigation by a system
of nonlinear multidimensional partial differential equations, the solution of
which is determined by numerical methods. The continuous medium is re-
placed by a discrete analogue — the finite grid in time and space. Differential
equations acting in a continuous space are replaced by algebraic ones act-
ing in the discrete space of a difference grid or finite elements.

The solution of algebraic equations is entrusted to high-speed com-
puting systems. The accumulated experience of using multiprocessor
systems for modeling physical and technological processes is focused
on parallel systems of average performance, containing a relatively small
number of processors. Upon transition to computing systems, the number
of processors in which is estimated in hundreds and more, creation of
other means of processing of large volumes of data is required. Paral-
lel computing is a multithreaded calculation directed to solving a uniform
task. Each stream of calculations is performed independently of others,
allowing a mutual exchange of data or even the presence of a common
address space. And, as already noted, the main thing in this process is
the correct selection of parallelization methods, analysis of the algorithm
of the problem, that whether the given task is divided into parts of equal
complexity that can be executed independently of each other [5-7].

Modern ordinary computers allow to carry out parallel calculations
as, at least, contain four cores and can be used for any tasks in which
separate parts can be distinguished:

- processing of large volumes of experimental data. If you need to
perform the same operations with these data, you must divide them into
streams, which leads to faster work.
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- obtaining characteristics of complex objects. To do this, you need
to run the same model many times, and, therefore, you can parallelize
these processes.

- acceleration of huge system models. Also, the model can be divid-
ed into parts, run each part many times and on different cores.

In the process of parallelizing a task, participate such programs
as the scheduler, the task manager, the time allocation functions of the
processors between several tasks, and the functions for sharing the re-
source space, and others. The scheduler divides the bulk task into parts
and runs them on different cores, and not necessarily the tasks should
be the same , the main thing is that each of these tasks is solved on its
computing core. The task manager automatically processes a number of
components and determines for each of them the start time, as well as
the delivery of input files to the execution node, monitoring the execu-
tion and delivery of the result. It happens that if you have experimental
data, it is difficult to create a model, because the model does not work
as an experiment, and you need to select parameters to it. This means
that the program runs the model first with one set of parameters, then it
looks whether the desired result is obtained, if not, it changes this set
of parameters, again simulates, and so on. At the same time, interaction
with the rest of the program occurs through standard messaging facili-
ties such as MPI and PVM.

Another of the most famous models of parallel programming is Open
MP, which for 20 years has passed a great evolutionary path from the
first computer system, consisting of 1952 cores, with a clock frequency
of 200 MHz and a performance of 1.34 Tflopfs to a system consisting
of 10 million cores, a frequency of 1.45 GHz and a capacity of 125,436
Tflopfs. Also during this period there was a merger of Fortran and C/C
++ specifications, implementation of SIMD parallelism instructions, sup-
port of cycle tasks, priority tasks, parallelization of irregular applications
built on non-regular applications and data structures such as graphs [8].

Main results. Modeling of electromagnetic waves propagation in
the non-uniform materials was solved on the Param-Bilim supercomput-
er, located in the Kazakhstan-India High Performance Computing Cen-
ter. This supercomputer is developed by the Indian company C-DAC
and equipped with processors 5110p Xeon Phi, NVIDIA Kepler K20x.
It is known that Maxwell's equations are the cornerstone of all electro-
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magnetic phenomena, and their decisions are applied to a wide range
of tasks including for problems of distribution of electromagnetic waves
in the non-uniform environment. The most widespread method is the
method of final differences on the displaced grids — Finite Difference
Time Domain (FDTD) known as an algorithm Yee [9-11]. To date, there
are many publications on using ef various aspects of the FDTD method
and their full-scale development grows with the growth of computer per-
formance. The main advantage of this method is the possibility of cal-
culating electrodynamic objects with inhomogeneous , anisotropic and
nonlinear media with arbitrary shape of the boundaries [12]. The MEEP
(MIT Electromagnetic Equation Propagation) software package is a free
product for finite-difference modeling in the time domain of electromag-
netic systems [13].

MEEP allows to simulate one-dimensional, two-dimensional and
three-dimensional systems in cylindrical coordinates. For modeling,
three boundary conditions have been established: the periodic boundar-
ies of the Bloch condition, the metal walls and the absorbing boundary
conditions in the form of PML layers. In problems with ordinary periodic
boundary conditions in a cell of size L, the field components satisfy f(x +
L) = f(x). And the Bloch boundary conditions are a generalization, where
f(x+L) = eikLf(x) for some wave vector k of the Bloch. A simpler bound-
ary condition in MEEP is a metal wall where the fields at the boundaries
are zero. In fact, it is possible to place perfect metallic materials any-
where in the computational cell, for example, to simulate metallic cavi-
ties of arbitrary shape. To simulate open borders, perfectly matched lay-
ers (Perfectly Matched Layers - PML) are used to absorb all the waves
that fall on them, without any reflections. The main parameters of the
experiment are given in Table 1.

To perform simulation a classical approach based on the differential
space-time formulation of the Maxwell equations is applied to the FDTD
method. The grids for electric and magnetic fields are shifted in relation
to each other in time and space by half the sampling step for each of the
variables. Finite-difference equations allow the calculation of the electric
and magnetic fields at the current time, and for the given initial conditions,
the computational procedure unfolds the solution in time from the origin
with a given step.
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Table 1
No | Options | Value
1 The size of the calculation area 20x20
2 Boundary conditions PML
3 Environment of the region Vacuum
4 Model of material object, dimensions Cone with a radius 2 and 0,5
=- 4’
Location of the object relative to the 321 : 81
calculation area h=12:
axes =(1,0,0)
6 Material type of the object, transmittivity epsilion = - infinity
7 Source type, frequency Con\}\llgtjlguzsa—’ \sNrisd,tLeggsth of
8 Source location );z_%%
9 Calculation time 256s
10 Grid resolution 10

Conclusion. The aim of the simulation is to search for patterns of
propagation of electromagnetic waves in a medium with inhomogeneous
properties, the study of these regularities is an actual problem, on the
principles of electromagnetic radiation, modern mobile communication
devices, Wi-Fi, radars, telescopes in space observatories, etc. have been
created. Thanks to a large number of applications for electrodynamics
problems, it is possible to set and solve new problems for Maxwell’s equa-
tions with the choice of nhew media and sources of wave propagation [14].
We thank the Kazakhstan-Indian center Param-Bilim for the provided re-
sources for the solution of problems of modeling of electromagnetic waves
in the non-uniform environment.
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